Overview:
Data mining methods can easily work on applications with many features and come up with decision rules, relations or patterns for the application. The results should be reported in such a way that an expert can overlook them. Often it is forgotten that the quality of the presentation depends on the kind of attributes you are using and for e.g. the decision tree induction method. Therefore, attribute construction or summarization in a way that many attributes represent a feature is necessary. We show on different applications how this can be done and what quality of representation can be achieved. We also show what kind of representation binary and n-ary decision tree induction methods can bring out.
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